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Resumo

A incorporacgdo da inteligéncia artificial e do Big Data a saide inaugura um novo regime
de racionalidade clinica e institucional, no qual decisdes passam a ser mediadas por
sistemas opacos, estatisticos e potencialmente assimétricos. Este artigo examina os
fundamentos éticos, juridicos e politicos desse cenario, reinterpretando principios
classicos da bioética a luz de desafios contemporaneos como explicabilidade algoritmica,
vulnerabilidade digital, desigualdades informacionais e riscos de colonialidade
tecnoldgica. A analise integra literatura internacional recente e investigacdes nacionais,
propondo critérios de governanca que preservem a dignidade humana, a justica e a
responsabilidade moral. Conclui-se que o futuro digital da satide somente sera legitimo se
a inovag¢do permanecer subordinada a prudéncia ética e ao bem comum.

Palavras-chave: Inteligéncia artificial, Big Data, Bioética, Governanca Algoritmica, Justica
em Saude, Vulnerabilidade Digital, Responsabilidade Moral.

Abstract

The integration of artificial intelligence and Big Data into healthcare ushers in a new regime
of clinical and institutional rationality, in which decisions are increasingly mediated by
opaque, statistical, and potentially asymmetrical systems. This article examines the ethical,
legal, and political foundations of this landscape, reinterpreting classic bioethical principles
in light of contemporary challenges such as algorithmic explainability, digital vulnerability,
informational inequalities, and the risks of technological coloniality. The analysis integrates
recent international literature and national investigations, proposing governance criteria
that preserve human dignity, justice, and moral responsibility. It concludes that the digital
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future of healthcare will only be legitimate if innovation remains subordinated to ethical
prudence and the common good.

Keywords: Artificial Intelligence, Big Data, Bioethics, Algorithmic Governance, Health
Justice, Digital Vulnerability, Moral Responsibility.

Introduc¢ao

A transformacdo digital que atravessa o campo da saude ndo se limita a
moderniza¢do de instrumentos ou a incorpora¢do de novos dispositivos diagndsticos.
Trata-se de uma mudanc¢a de natureza mais profunda: a passagem de uma medicina
fundada na experiéncia clinica, na prudéncia e na relacao interpessoal para uma medicina
amplamente mediada por sistemas algoritmicos capazes de analisar volumes massivos de
dados, identificar padroes invisiveis a olho humano e orientar decisdes em larga escala.
Essa mutag¢do ndo ocorre de modo neutro. Ao ingressar no coragdo da pratica clinica, a
inteligéncia artificial (IA) e o Big Data alteram a forma como se compreende risco,
normalidade, doenga, responsabilidade profissional e até mesmo a propria ideia de
“cuidado”. A técnica deixa de ser mero instrumento e passa a estruturar fluxos de
trabalho, critérios de triagem, protocolos terapéuticos e escolhas institucionais. Em
consequéncia, a reflexdo bioética ganha urgéncia renovada.

Como observa Macklin (2022), crises sanitarias e avan¢os tecnologicos recentes
revelaram que sistemas de saude lidam simultaneamente com oportunidades e ameacas:
de um lado, a possibilidade de diagnosticos precoces, vigilancia epidemiologica
aprimorada e tratamentos personalizados; de outro, o risco de amplificacdo de
desigualdades, opacidade decisdria, vigilancia excessiva, vieses algoritmicos e erosdo de
direitos fundamentais. A bioética, portanto, passa a ser convocada ndo apenas para
analisar dilemas pontuais, mas para repensar a racionalidade que sustenta a medicina
contemporanea. Além disso, como lembram Carneiro e Dadalto (2022), a tecnologia
introduz novos contornos ao debate sobre autonomia, consentimento e responsabilidade.
Em um ambiente em que diagnosticos e recomenda¢des emergem de sistemas que nao
oferecem justificativas compreensiveis, a deliberacdo clinica adquire complexidade
inédita. A protecdo da pessoa - nucleo normativo do direito a saide - requer mais que
dispositivos legais: exige uma reflexao que articule filosofia moral, teoria politica, direitos
fundamentais e governanca tecnoldgica.

Neste cendrio, este artigo propde uma analise critica e integrada dos desafios
bioéticos, juridicos e sociais que emergem da crescente ado¢do da IA e do Big Data em
saude. Para isso, examinam-se os fundamentos éticos reconfigurados pela tecnologia, as
tensdes entre privacidade e vigilancia, os riscos de injustica algoritmica, as assimetrias
globais na producao de sistemas e as exigéncias de governanca moral que devem orientar
sociedades democraticas diante do poder digital. A discussdo se ancora em literatura
recente, nacional e internacional, e busca oferecer subsidios tedricos para que a inovagao
técnica se realize sem comprometer a dignidade humana que fundamenta o cuidado.

Além disso, a aceleracdo tecnolégica impde um novo ritmo ao cuidado,
frequentemente incompativel com o tempo humano da escuta, da elaboragdo do
sofrimento e da construcdo do vinculo terapéutico. Sistemas inteligentes operam na légica
da instantaneidade, da resposta imediata, da previsdao continua. O cuidado, porém,
pertence ao terreno da lentidao, da incerteza e da disponibilidade ética para o outro. Essa
tensdo entre velocidade técnica e prudéncia moral constitui um dos eixos centrais do
debate bioético contemporaneo. Observa-se também o deslocamento progressivo da
medicina do campo da clinica para o campo da previsao. A doenca deixa de ser apenas um
evento vivido no presente para tornar-se um risco estatisticamente projetado no futuro.
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Essa mudanga altera a propria experiéncia da sadde: individuos passam a se perceber
como “potencialmente doentes”, permanentemente monitorados por indicadores,
probabilidades e scores de risco. O sujeito saudavel torna-se um paciente em espera.

Fundamentos Eticos e Biojuridicos das Novas Tecnologias da Satide

A entrada de sistemas algoritmicos no campo da saude obriga a revisitar os
fundamentos éticos que historicamente orientaram a relagdo entre profissional, paciente
e instituicdo. Durante séculos, a medicina baseou-se na prudéncia clinica, na experiéncia
do profissional e na singularidade do cuidado. Hoje, contudo, a inteligéncia artificial
remodela radicalmente esse equilibrio, introduzindo uma légica matematica e estatistica
que redefine o que se entende por risco, evidéncia e decisao clinica.

Reinterpretacao dos Principios Bioéticos na Era Algoritmica

A reflexdo bioética nasce da necessidade de estabelecer limites morais diante das
possibilidades criadas pelo avango técnico. Antes mesmo de se examinar situagoes
concretas, torna-se indispensavel compreender os principios que sustentam o julgamento
ético na area da saude. Esses fundamentos orientam decisdes, protegem a dignidade
humana e estruturam o agir profissional.

O principio da autonomia, pedra angular da bioética contemporanea, confronta-se
com desafios inéditos. A autonomia pressupde compreensao: o paciente s6 pode consentir
se puder entender minimamente os fundamentos da decisdo que lhe é apresentada.
Entretanto, a opacidade dos modelos algoritmicos — especialmente das redes neurais
profundas — cria uma barreira epistemolégica que afeta tanto profissionais quanto
pacientes. Da Silva et al. (2023) sustentam que a explicabilidade deixa de ser mero
requisito técnico e passa a integrar o proprio conteido moral da autonomia. Sem acesso
a razdes inteligiveis, o consentimento torna-se fragil; a deliberacao, incompleta; e a
participacao do paciente, simbdlica.

O principio da beneficéncia, historicamente associado ao dever de promover o bem
do paciente, também sofre reconfiguracdo. Em ambientes altamente digitalizados, “fazer
o bem” depende da integridade dos dados usados para treinar sistemas algoritmicos.
Delgado et al. (2022) evidenciam que vieses invisiveis — resultantes de amostras
desbalanceadas, exclusio de minorias ou ruido estatistico — podem produzir
diagnosticos sistematicamente prejudiciais a determinados grupos. A beneficéncia,
portanto, ultrapassa o ato clinico individual e alcanca a qualidade e a representatividade
das bases de dados que fundamentam o sistema.

O principio da ndao maleficéncia assume nova complexidade. Se, na ética
tradicional, evitar o dano significava abster-se de intervencgdes prejudiciais, na era da IA
o dano pode ser silencioso, cumulativo e estrutural. Pode surgir da sub-representacao de
um grupo, da reproducdo de vieses historicos ou da adocdo acritica de modelos
importados sem adaptacdo adequada. A maleficéncia algoritmica tende a ndo se
manifestar em episodios isolados, mas em padrdes estatisticos que afetam populagdes
inteiras. Evitar esse dano exige vigilancia permanente, auditorias independentes e
mecanismos capazes de revelar vulnerabilidades antes que se consolidem em injusticas
sistémicas.

A justica — principio que, desde Aristoteles, orienta a distribuicdo equitativa dos
bens sociais — adquire centralidade nesse novo ambiente. Ginghina (2020) demonstra
que a desigualdade ndo surge apenas dentro dos sistemas de saide, mas também entre
paises: na¢des com infraestrutura de dados consolidada concentram poder informacional,
enquanto paises periféricos tornam-se dependentes de sistemas desenvolvidos em
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contextos alheios as suas realidades. Isso configura uma nova dimensao de colonialidade
tecnoldgica. A justica algoritmica, nesse sentido, requer democratizacdo do acesso a
dados, participacdo equitativa na construcdao de modelos e politicas que reduzam
assimetrias globais.

A autonomia, portanto, deixa de ser um ato pontual de concordancia com uma
conduta para tornar-se um processo continuo de compreensao, dialogo e atualizacao das
decisoes diante de sistemas dindmicos. O consentimento informado, nesse novo cenario,
ndo pode mais ser entendido como simples assinatura de termos extensos e tecnicamente
inacessiveis, mas como pratica ética permanente de esclarecimento e coparticipagdo. A
beneficéncia, por sua vez, supera o plano individual da relacao médico-paciente e projeta-
se no plano coletivo dos sistemas. Um algoritmo pode beneficiar milhares, mas também
pode prejudicar milhares de forma silenciosa. A ética do cuidado passa, entdo, a exigir
responsabilidade ampliada, que inclua desenvolvedores, gestores, instituicdes e
formuladores de politicas publicas. A justica deixa de ser apenas distributiva, no sentido
classico de acesso a servigos, e torna-se também informacional: quem produz os dados,
quem controla as plataformas, quem define os parametros de normalidade e quem colhe
os frutos econdmicos da saude digital. Trata-se de um novo campo de disputa moral e
politica.

Desafios Juridicos Contemporaneos: Privacidade, Dados e Responsabilidade

Com a digitalizacdo crescente das informag¢des em saude, novos desafios éticos
emergem no campo da privacidade e da protecdo de dados. O que antes se restringia ao
sigilo profissional direto passa agora a envolver sistemas complexos de armazenamento,
circulacio e processamento de informag¢des sensiveis, ampliando os riscos morais
envolvidos. No plano juridico, emergem tensdes relevantes entre protecdo de dados e
direito a saude. Scheibner et al. (2021) demonstram que, embora tecnologias de
criptografia e anonimizacao representem avancos, nao eliminam dilemas fundamentais:
como conciliar privacidade com vigilancia epidemioldgica? Como garantir seguranca sem
comprometer direitos fundamentais? Como equilibrar inovacao e prudéncia? A Lei Geral
de Protecdo de Dados (LGPD) brasileira oferece arcaboug¢o importante, mas sua eficacia
depende de fiscalizacdo continua e da construcdo de uma cultura institucional de
responsabilidade.

O consentimento, em ambientes digitais, perde progressivamente seu carater livre
quando o acesso a servicos e beneficios passa a ser condicionado a aceitagdo compulsoria
do compartilhamento de dados. A pessoa ndo escolhe mais se deseja participar do
sistema: ela precisa participar para existir institucionalmente. Essa coercao sutil fragiliza
o préoprio fundamento ético do consentimento. Outro aspecto sensivel refere-se a
mercantilizacdo dos dados em saude. Informacgdes clinicas, gendmicas e comportamentais
transformam-se em ativos econdmicos de alto valor, integrando cadeias produtivas
globais. O dado, que nasce do sofrimento humano, converte-se em mercadoria. Essa
transmutacao ética exige reflexdo rigorosa sobre os limites morais do mercado na esfera
do cuidado.

Impactos sobre o Direito a Saiide e a Equidade Tecnoldgica

Os avancos tecnologicos ndao produzem apenas impactos técnicos, mas também
repercussoes juridicas, sociais e culturais. Cada inovacao altera a forma como a sociedade
compreende o corpo, a doenga, o cuidado e a propria responsabilidade. Por isso, a analise
ética precisa acompanhar essas transformacdes com vigilancia constante. Delgado (2022)
argumenta que o direito a saude, entendido constitucionalmente como garantia de acesso
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universal e igualitario, assume novos contornos na era digital. Hoje, esse direito inclui nao
apenas acesso a servigos, mas também acesso a tecnologias justas, auditaveis,
transparentes e orientadas a dignidade humana. Sistemas opacos ou discriminatorios
violam, ainda que indiretamente, o nucleo essencial desse direito.

Assim, os fundamentos éticos e biojuridicos das novas tecnologias nao
representam mera atualizacao conceitual. Trata-se de repensar a propria racionalidade
que sustenta o cuidado em saude, assegurando que a técnica permaneca subordinada aos
valores que fundamentam a medicina: dignidade, prudéncia, justica e responsabilidade. A
ampliacdo do uso de tecnologias no campo da saide também impde novos desafios a
compreensao dos limites entre o licito, o ético e o socialmente aceitavel. Muitas praticas
que se apresentam como inovag¢des técnicas legitimas ainda carecem de maturacdo
normativa e de debate publico suficiente para que seus impactos sejam plenamente
compreendidos. Essa defasagem entre avanco tecnoldgico e regulacdo ética cria zonas
sensiveis de inseguran¢a moral.

Outro ponto relevante reside na tendéncia de naturalizacdo do uso dessas
tecnologias. Aquilo que, em um primeiro momento, desperta estranhamento e cautela
tende, com o tempo, a ser incorporado como pratica rotineira. Esse processo de
normalizacdo silenciosa reduz a vigilancia critica e enfraquece os questionamentos éticos,
justamente quando eles deveriam ser mais rigorosos. Além disso, a utilizacdo de recursos
tecnoldgicos em larga escala pode produzir efeitos que extrapolam a intencdo inicial de
aprimorar o cuidado. Ferramentas criadas para apoar decisdes podem, gradualmente,
passar a orientar condutas de forma dominante, deslocando o centro da responsabilidade
para instancias técnicas. Esse movimento exige atencdo constante, para que a ética nao
seja absorvida pela logica da eficiéncia. Diante desse cenario, torna-se essencial preservar
espacos permanentes de reflexdo e avaliacdo critica sobre as praticas adotadas. A ética,
nesse contexto, ndo pode ser tratada como etapa superada do processo de implementacao
tecnoldgica, mas como elemento continuo de acompanhamento, revisdo e
responsabilidade.

Inteligéncia Artificial, Big Data e Transformacgdes no Cuidado em Saude
Mudanca da Racionalidade Clinica e Desafios Eticos Emergentes

As transformacgdes tecnoldgicas nao afetam apenas instrumentos de trabalho, mas
atingem profundamente a propria logica do cuidado em sadde. Modificam a forma de
pensar, decidir e agir diante do sofrimento humano. Nesse cenario, a racionalidade clinica
sofre deslocamentos relevantes que merecem exame atento.

A incorporacdo da inteligéncia artificial ao campo da saude inaugura uma nova
racionalidade clinica, na qual decisdes deixam de se apoiar exclusivamente na experiéncia
do profissional para incorporar padroes extraidos de volumes massivos de dados. Essa
mudanca, contudo, ndo é apenas técnica. Ela transforma a forma como se compreendem
a doenga, o risco, a vulnerabilidade e a prépria relagdo clinica. Hernando et al. (2018)
demonstram que profissionais e estudantes de saide reconhecem a importancia da ética,
mas muitas vezes ndo percebem como os valores morais sdo atravessados pela logica
algoritmica. Se antes a ética se aplicava a decisdes interpessoais — prescrever,
acompanhar, escutar — hoje ela precisa abarcar também a integracdo entre humano e
maquina. A distancia entre intengao ética e pratica tecnolédgica revela-se quando decisoes
clinicas passam a depender de calculos produzidos por sistemas cujos fundamentos
muitos ndo compreendem. O perigo é a substitui¢do silenciosa do discernimento moral
pela deferéncia técnica.
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A pratica médica sempre foi construida sobre a tensdo entre ciéncia e prudéncia. O
avanco dos algoritmos desloca essa tensdo para outro patamar: a estatistica passa a
rivalizar com a intuicdo clinica, e a média populacional passa a competir com a
singularidade do caso. O risco ndo é apenas técnico, mas epistemoldgico: substituir o juizo
clinico pela probabilidade matematica. A doenga, nesse contexto, corre o risco de ser
reduzida a padrao de dados, e o paciente, a vetor estatistico. A clinica, tradicionalmente
fundada no encontro entre dois sujeitos, transforma-se progressivamente em interface
entre ser humano e maquina. A ética torna-se o ultimo territério de resisténcia a
objetificacdo integral da vida.

Privacidade, Vigilancia Informacional e Opacidade Algoritmica

0 uso continuo de tecnologias de monitoramento, predicdo e controle traz consigo
novas formas de exposicdo da vida privada. A fronteira entre o que deve permanecer
reservado e o que passa a ser compartilhado torna-se cada vez mais imprecisa, exigindo
reflexdo ética aprofundada. A privacidade, frequentemente tratada como esfera
individual, torna-se questao estrutural em sistemas de Big Data. Murdoch (2021) mostra
que a coleta continua de dados — provenientes de dispositivos vestiveis, prontuarios
eletronicos, exames gendmicos e aplicativos de monitoramento — cria uma forma de
vigilancia distribuida que ultrapassa o consultério. A privacidade nao é apenas prote¢ao
da intimidade; é, sobretudo, barreira moral contra a reducao da pessoa a objeto de
captura informacional. Quando cada gesto, biomarcador e comportamento se torna dado,
corre-se o risco de transformar a vida em insumo.

Chen etal. (2023) aprofundam essa discussao ao analisar a opacidade algoritmica.
Modelos de IA, especialmente redes neurais profundas, produzem resultados acurados,
mas dificilmente explicaveis. [sso compromete ndo apenas a autonomia do paciente, mas
também a soberania profissional. Como julgar a pertinéncia de uma recomendag¢do que
nao se pode compreender? A explicabilidade, nesse contexto, é mais que requisito técnico:
é condicdo moral da pratica clinica, pois sem ela desaparece o espaco para a deliberacao
prudente. Viver sob monitoramento permanente altera profundamente a percepg¢ao de si.
Avida passa a ser medida, classificada e antecipada por métricas externas. Pulsacao, sono,
humor, deslocamento, alimentacdo e até estados emocionais tornam-se dados
processaveis. O corpo deixa de ser apenas vivido e passa a ser continuamente traduzido
em informacao. Essa hipertransparéncia produz novas formas de vulnerabilidade. O erro
de interpretacao algoritmica, o vazamento de dados ou a reclassificacao automatica de um
individuo podem gerar danos irreparaveis a sua trajetoria social, profissional e afetiva. A
opacidade ndo é apenas um problema técnico: é fonte de injustica existencial.

Confianca, Desigualdades e Riscos da Medicaliza¢ciao Antecipatoria

A relacao entre profissionais de satde e pacientes sempre foi sustentada por um
delicado vinculo de confianca. Com a intermediacdo crescente de sistemas tecnoldgicos,
esse vinculo passa por mudangas silenciosas, que alteram nao apenas o modo de cuidar,
mas também o modo de confiar. A confianga, elemento central da relacdo terapéutica,
passa a ser mediada por sistemas cuja autoridade deriva de calculos invisiveis. Murphy et
al. (2021) evidenciam que profissionais tendem a superestimar a infalibilidade dos
sistemas, depositando neles confianca que antes era reservada ao proprio julgamento
clinico. Essa superconfianca pode gerar dependéncia tecnolédgica e reduzir a capacidade
critica diante de resultados inesperados. A prudéncia, virtude essencial da medicina, exige
que a tecnologia seja vista como apoio — nao como substituto do pensar.
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A desigualdade, ja presente nos sistemas de salide, encontra nos bancos de dados
fonte adicional de assimetria. Ortiz-Millan (2022) argumenta que popula¢des sub-
representadas se tornam invisiveis para os modelos. Para um algoritmo, o que nado esta
nos dados simplesmente nao existe. Assim, grupos historicamente marginalizados —
negros, indigenas, popula¢des rurais, mulheres — tornam-se mais vulneraveis a
diagnosticos imprecisos, exclusdes silenciosas e decisoes injustas. A 1A, que poderia
democratizar o acesso ao cuidado, pode, ao contrario, reforcar desigualdades se nao for
cuidadosamente regulada. Além disso, modelos preditivos criam novas formas de
antecipacdo do risco. Isso pode traduzir-se em beneficios reais, como identificacao
precoce de doencas, mas também pode transformar vidas saudaveis em vidas
monitoradas. A medicalizacao antecipatéria — viver sob vigilancia diagndstica — afeta a
autonomia, a espontaneidade e a propria experiéncia da saude. O futuro, previsto pela
maquina, invade o presente e condiciona comportamentos, gerando tensdes éticas que a
bioética classica ndo previa.

A sociedade da previsdo tende a produzir individuos ansiosos, permanentemente
orientados por alertas, probabilidades e indicadores de risco. A vida cotidiana passa a ser
atravessada por adverténcias antecipatorias: o futuro patoldgico invade o presente
saudavel. Isso gera a patologizacao da normalidade. A confianca, antes depositada na
relacdo humana, transfere-se para interfaces digitais. O profissional torna-se operador de
sistemas e o paciente, usuario de plataformas. O vinculo terapéutico, nucleo simbdlico da
medicina, enfraquece na medida em que a autoridade moral cede espa¢o a autoridade
tecnoldgica.

Responsabilidade, Governanca e os Limites da Tecnologia no Cuidado

Toda decisdao em saude envolve responsabilidade. Quando essa decisao passa a ser
mediada por sistemas inteligentes, o problema da autoria moral torna-se mais complexo.
Ja ndo se trata apenas de quem executa a acao, mas de quem a concebe, a orienta e a
legitima. No plano institucional, sistemas de I[A reconfiguram a distribuicio de
responsabilidades. DecisOes antes atribuidas ao profissional passam a ser compartilhadas
com sistemas automatizados, e a fronteira entre erro humano e erro algoritmico torna-se
difusa. Isso exige novas formas de responsabilizacdo, novas estruturas de revisao e novas
filosofias de governanga. A tecnologia amplia capacidades, mas também aumenta a
necessidade de vigilancia moral. Assim, a inteligéncia artificial ndo substitui a clinica; ela
a transforma. A pratica médica passa a exigir competéncia digital, senso critico, vigilancia
ética e compreensao profunda dos limites da tecnologia. Para que o cuidado permaneca
humano, é necessario integrar o saber técnico ao discernimento moral — e ndo permitir
que o calculo se sobreponha a dignidade.

Quando decisoes passam a ser automatizadas, instala-se o risco de uma nova forma
de irresponsabilidade moral: a da culpa diluida. O erro deixa de ter rosto. Ele se espalha
entre programadores, gestores, instituicdes e sistemas. Essa fragmentacdo compromete
um dos pilares da ética classica: a imputabilidade. A automacdo pode converter-se,
perigosamente, em escudo moral. Decisdes dificeis deixam de ser assumidas como
escolhas humanas e passam a ser apresentadas como resultados “técnicos inevitaveis”. A
ética, contudo, ndo reconhece inevitabilidades quando estao em jogo vidas humanas.

Governanga, Justica e Responsabilidade Moral na Era Algoritmica
Governanca e os Riscos da Normalizacao do Excepcional

A incorporacdo de novas tecnologias na saide nao ocorre de forma isolada, mas
dentro de estruturas organizacionais, politicas e institucionais. Por isso, o debate ético
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precisa considerar também os modelos de governanga, regulacdo e controle que moldam
o uso desses recursos. A difusdo acelerada da inteligéncia artificial na satide instaura um
cenario em que decisoes clinicas, politicas e administrativas passam a ser moldadas por
sistemas cujo funcionamento €, em grande medida, invisivel aos proprios profissionais
que deles dependem. A governanca, portanto, deixa de ser tema meramente regulatorio
para se converter em questao ética essencial: quem controla os sistemas, segundo quais
critérios, com que limites e em nome de que valores?

Stoeger e Schmidhuber (2020) destacam que, em situacoes de emergéncia
sanitaria, como a pandemia de COVID-19, medidas excepcionais de coleta e uso de dados
foram implementadas sob o argumento da urgéncia. O risco moral que decorre dessas
praticas é evidente: aquilo que nasce como excecdo tende a se naturalizar, instaurando
regimes permanentes de vigilancia e flexibilizacdo de garantias. A governanca algoritmica,
portanto, deve atuar como salvaguarda contra a sedimentacdo do excepcional,
protegendo direitos fundamentais e preservando o nucleo ético do cuidado. A saude
digital insere-se no cruzamento entre Estado, mercado e tecnologia. Dados de milhdes de
cidadaos tornam-se insumos estratégicos. Se nao houver regulacdo firme, a politica
publica corre o risco de ser capturada por interesses privados, silenciosamente, por meio
de plataformas e contratos tecnicamente complexos. A governanga algoritmica, nesse
contexto, ndo é apenas instrumento de controle técnico, mas mecanismo de protec¢do da
soberania sanitaria, da cidadania e da propria democracia. Sem governanca ética, a saude
pode transformar-se em territério de exploracao informacional.

Vulnerabilidade Algoritmica e Representatividade nos Bancos de Dados

A organizacdo dos servicos de saude vem sendo progressivamente atravessada por
sistemas digitais e l6gicas automatizadas. Essa reconfiguracao afeta ndo apenas os fluxos
de trabalho, mas também a autonomia institucional, os processos decisorios e a prépria
cultura organizacional. A noc¢do de vulnerabilidade algoritmica, desenvolvida por
Lindholm et al. (2025), amplia esse debate. Se antes a vulnerabilidade estava vinculada a
condi¢do fisica, mental ou socioeconémica do paciente, hoje ela passa a depender também
da forma como individuos aparecem — ou deixam de aparecer — nos bancos de dados
que alimentam os sistemas. O que nao esta nos dados ndo existe para o algoritmo. Essa
invisibilidade estrutural produz formas novas e silenciosas de injustica, pois populag¢des
sub-representadas tornam-se alvo frequente de decisées imprecisas ou discriminatorias.
A justica algoritmica é, assim, inseparavel da representatividade.

A progressiva incorporacao de sistemas inteligentes na organiza¢do do cuidado
também redefine a forma como as decisdes sao operacionalizadas no cotidiano dos
servicos de saude. Processos que antes dependiam de analise humana direta passam a ser
intermediados por protocolos automatizados, o que altera significativamente o modo de
agir institucional. Essa mediacdo técnica tende a acelerar fluxos, mas também pode
reduzir os espacos de reflexdo critica sobre as decisdes adotadas. No plano da gestao,
observa-se uma valorizacdo crescente de indicadores, métricas de desempenho e
resultados estatisticos, frequentemente utilizados como critérios centrais de avaliacao.
Embora esses instrumentos contribuam para o planejamento e a racionalizacao dos
servicos, eles ndo esgotam a complexidade do cuidado. O risco surge quando a logica dos
numeros passa a se sobrepor a légica da atencdo a pessoa, restringindo a compreensao do
cuidado a parametros meramente operacionais.
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Colonialidade Tecnolégica e Assimetrias Globais de Poder Informacional

As decisbGes técnicas nunca sdo neutras. Mesmo quando fundamentadas em
calculos, protocolos e estatisticas, elas carregam implicagdes humanas profundas. Por
isso, compreender como essas decisdes sao construidas e validadas torna-se essencial
para o exame ético de suas consequéncias. Ginghina (2020) acrescenta outra dimensao
critica ao destacar a assimetria global na producdo de tecnologias. Paises centrais
concentram capacidade de inovacao, infraestrutura computacional e acesso privilegiado
a bases de dados. Ja paises periféricos, como o Brasil, ocupam lugar subalterno, ora como
consumidores dependentes, ora como fornecedores de dados nao qualificados, sem
participacao real na construcdo dos modelos. Essa dinamica constitui verdadeira forma
de colonialidade tecnoldgica, cuja consequéncia é a perda de autonomia sanitaria e
politica. Governanca, nesse sentido, € também instrumento de soberania.

A incorporacdo de sistemas inteligentes no campo da saude também produz um
deslocamento sutil na forma como as decisbes passam a ser percebidas pelos
profissionais. Gradualmente, consolida-se a tendéncia de atribuir maior peso as
recomendacdes técnicas dos sistemas do que ao préprio juizo clinico, o que pode gerar
uma dependéncia operacional preocupante. Quando a decisdo é apresentada como
resultado de um processamento complexo e inacessivel, torna-se mais dificil questiona-
la, mesmo quando entra em conflito com a percepg¢ao clinica direta. Esse cenario favorece
a construcdo de uma cultura de validacdo automatica da tecnologia, na qual o erro passa
a ser visto como falha humana diante da suposta infalibilidade do sistema. Cria-se, assim,
uma inversao perigosa: o profissional deixa de ser a referéncia principal do cuidado para
tornar-se um operador de previsdes, ajustando sua conduta aos parametros previamente
definidos pelas plataformas.

Transparéncia, Responsabilizacio e Critérios Eticos de Legitimidade

A crescente institucionaliza¢do das tecnologias no campo da saude exige também
uma reflexdo madura sobre seus limites morais. Nao basta que um sistema seja eficiente
ou preciso; é necessario que ele seja justo, transparente e subordinado a dignidade da
pessoa humana. No plano institucional, Murphy et al. (2021) estabelecem trés exigéncias
éticas para sistemas de IA: explicabilidade, auditabilidade e responsabilizacdao. A
explicabilidade garante que decisdbes possam ser compreendidas e contestadas; a
auditabilidade impede que os sistemas operem como caixas-pretas impermeaveis ao
escrutinio publico; e a responsabilizacao evita a diluicio da culpa em mecanismos
abstratos. Um sistema que decide, mas nao permite identificar quem responde por seus
erros, ndo pode ser moralmente legitimo.

Correia (2023) introduz a dimensao intergeracional da governanca, mostrando
que escolhas tecnologicas tomadas hoje reverberam no futuro, moldando condi¢des de
existéncia de pessoas que ndo participaram dessas decisdes. A vigilancia reforcada, a
interoperabilidade de bases de dados e a dependéncia tecnolégica podem comprometer
liberdades futuras. O principio da precaucdo, nesse contexto, deixa de ser mero freio e se
torna critério ético indispensavel para que a inovacdo ndo destrua valores essenciais para
sociedades democraticas. Entretanto, é fundamental reconhecer que nenhum modelo
técnico, por mais sofisticado que seja, substitui o discernimento moral humano. A ética
ndo se automatiza. Ela exige reflexdo, prudéncia e sensibilidade as singularidades que
escapam aos calculos. A tentativa de transformar decisdes complexas em protocolos
rigidos pode produzir apenas uma falsa sensag¢do de seguranca.
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Deliberagcio Piiblica e Precaucio como Fundamentos da Governanca Etica

Nenhuma transformacao estrutural que afete a vida coletiva pode prescindir do
debate publico. A sadde, por sua propria natureza, ¢ um bem social. Quando novas
tecnologias passam a moldar esse campo, a deliberagdo ética precisa ultrapassar os muros
técnicos e alcancar a sociedade. Fleck (2021) reforgca que a governanca deve ser orientada
pela deliberagdo publica. Questdes de alto impacto moral — como vigilancia digital,
alocacao de recursos, acesso a algoritmos e critérios de priorizacdo — ndo podem ser
decididas apenas por especialistas ou corporagdes. A legitimidade depende de debate
plural, transparente e democratico, no qual razdes possam ser justificadas e contestadas.
A técnica, por mais sofisticada que seja, nao substitui a politica; e decisdes que afetam a
dignidade humana exigem participacao social.

Por fim, Garrafa (2005) enfatiza que, em sociedades marcadas por desigualdades
estruturais, a neutralidade tecnolégica é impossivel. A bioética de intervengao propde que
sistemas tecnoldgicos sejam avaliados ndo apenas pelos principios que enunciam, mas
pelos efeitos concretos que produzem. A tecnologia deve beneficiar prioritariamente os
mais vulneraveis; caso contrario, transforma-se em ferramenta de aprofundamento das
injusticas. A governanca ética exige, portanto, politicas efetivas de inclusao, fiscalizacao
permanente, mecanismos de transparéncia e controle social ativo.

Conclusao

A incorporacgao da inteligéncia artificial e do Big Data a saide ndo representa
apenas avanc¢o técnico, mas transformacao profunda no modo como sociedades
compreendem o cuidado, a vulnerabilidade e a prépria dignidade humana. Os principios
classicos da bioética — autonomia, beneficéncia, ndo maleficéncia e justica — continuam
validos, mas sua aplica¢do requer novas lentes. A autonomia precisa agora considerar
opacidade algoritmica e dependéncia tecnologica. A beneficéncia e a ndo maleficéncia
devem hoje englobar qualidade de dados, vieses estatisticos e impactos coletivos. A justica
amplia-se para a esfera informacional e global, demandando mecanismos capazes de
corrigir assimetrias estruturais e proteger grupos invisibilizados.

O cenario que se desenha ndo é apenas o de uma medicina mais tecnologica, mas o
de uma sociedade progressivamente organizada por dispositivos de previsao,
classificacao e controle. Diante disso, a bioética ndo pode permanecer defensiva ou apenas
reativa. Ela precisa assumir papel ativo de resisténcia civilizacional, preservando a
centralidade da pessoa humana frente a expansao do poder técnico. Em sintese, o futuro
da saude digital ndo depende apenas de algoritmos precisos, mas da capacidade ética,
juridica e politica de orientar seu uso. A inovacgao é bem-vinda quando promove o bem,
mas exige vigilancia quando ameaca liberdades fundamentais, obscurece
responsabilidades ou reforca desigualdades. O desafio que se impde nao é tecnoldgico,
mas civilizatorio: preservar a humanidade num mundo cada vez mais atravessado por
sistemas capazes de decidir, prever e influenciar trajetérias de vida.
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